**Abstract**

From early times, humanity has expressed a profound need to predict the future. In ancient Greece, oracles held a place of high respect, and influence. In modern times, the quest for accurate forecasting, has shifted to the realms, of research and science∙ empowered by advanced computational tools, provided by Artificial Intelligence, particularly Machine Learning. One of the fields, where Machine Learning, has established a fertile ground is in the domain, of forest fire management.

Forest fires, pose a major threat to both human, and animal life, with significant economic and social impacts. A reliable prediction system is crucial for mitigating these effects, especially during summer months, dry seasons, and in high-risk areas, such as the Mediterranean.

This study, explores feature construction, and selection methods, applied to forest fire data, collected over 10 years in Greece, incorporating prevailing weather conditions at ignition, and during suppression. By applying techniques like Principal Component Analysis (PCA), Minimum Redundancy Maximum Relevance (MRMR) feature selection, and Grammatical Evolution for feature construction, this research aims to identify key factors influencing fire duration.

These techniques, have become invaluable allies, in addressing complex predictive challenges, and advancing, our understanding of future events.

Our approach, leverages advanced computational methods, to analyze complex datasets, providing a deeper understanding of the primary drivers, of wildfire behavior, and enabling more effective mitigation strategies.

**Feature Construction**

To improve the predictive accuracy of Machine Learning (ML) models in forest fire analysis, there is increasing emphasis on leveraging **Feature Construction techniques**. These methods involve creating new, meaningful variables by combining or transforming existing data attributes. For example, integrating material resources deployed during a forest fire event into a single metric constitutes feature construction, enabling models, to better capture the complexity, of fire incidents, and resource allocation. Another example, for Feature Construction, during a forest fire, is combining weather attributes, in order to form, a fire risk index. Such, approaches enhance data representation, facilitating more robust, and interpretable predictive models, in disaster management.

Τhis paper provides a concise overview of Feature Construction methods, applied to predicting forest fires, and improving early detection, systems. It also offers a comprehensive review of current models used in this field, highlighting their strengths and limitations.

In the domain of fire management, early warning systems for fire outbreaks serve as the cornerstone for timely containment and mitigation efforts. Over recent years, extensive research has been conducted to enhance fire detection methodologies through advanced computational techniques.

For instance, [Harkat et al. (2022)](#_References.) utilized **feature construction** to train a model on multidimensional data. By eliminating irrelevant or redundant features and selecting the most relevant ones for classification, their approach achieved a remarkable accuracy of **96.21%.** However, their study also revealed limitations in the performance of deep learning (DL) models under constrained conditions.

Another significant contribution is the work by [Zhang et al. (2021),](#_References.) which demonstrated that every feature is integral to the overall performance of their algorithm. The combined use of features resulted in a highly impressive accuracy rate of **99.02%** for forest fire recognition. Nevertheless, the study identified a critical weakness: the removal of a single feature (mean) led to a substantial increase in false positives, underscoring its importance in minimizing errors.

Similarly, [Yang et al. (2020)](#_References.) explored the construction of novel, dynamic features to improve accuracy and reduce false alarms in fire detection systems. By combining smoke and flame characteristics, their approach focused on enhancing early warning capabilities. However, the study had notable limitations, as it failed to disclose the source of their data or the specific results obtained, thereby impacting its reproducibility and transparency.

At this point, we will mention a novel method, that was introduced by Tsoulos, for Featured Constructions. In order to improve the effectiveness of Artificial Intelligence, tools, such as Radial basis function (RBF), Multi-layer perceptron (MLP), K-nearest neighbor (KNN), and Neural Networks. The proposed method, is an experimental comparison, carried out against the accuracy obtained, on the original features, as well on features created by the PCA method, [Tsoulos et al. 2008.](#_References.)

**Principal Component Analysis (PCA)**

The **Principal Component Analysis** (PCA) technique, introduced by mathematician Karl Pearson in 1901, and developed by Harold Hotelling (1933). This technique, operates on the principle when data from a higher-dimensional space is transformed into a lower-dimensional space, the resulting lower-dimensional representation should retain the maximum variance, of the original data.

Notably, it is worth mentioning that the use of PCA, on larger datasets, became practical only after the advent of electronic computers, which made it computationally feasible, to handle datasets, beyond trivial sizes [(Cadima & Jolliffe, 2016).](#_References.)

Continuing, with the applications of PCA, it is a widely utilized technique in exploratory data analysis, and machine learning∙ particularly, in building predictive models. It is an unsupervised learning method, designed to analyze, the relationships among a set of variables. Often referred to as a form of general factor analysis, it involves regression to determine a line of best fit. The primary objective, of PCA, is to reduce the dimensionality of a dataset, while retaining the most significant patterns, and relationships, among the variables, all without requiring prior knowledge, of the target variables [(i2tutorials, 2019).](#_References.)

Next, we will briefly reference studies, that have utilized PCA, covering different areas, such as: statistical physics, genetic improvement, face recognition, economic & environmental sciences, medical prediction, e.t.c.

Explicitly, the research conducted, by Park (2024), highlights the reasons behind the success of the PCA technique, for lattice systems. The study's primary limitation lies in the dependency of the proposed formula's accuracy on the dataset size. Specifically, the results achieve full precision, only under the condition of an infinite dataset. This constraint restricts the practical applicability, of the method, when working with finite or limited data, a common scenario, in real-world analyses, [Park (2024).](#_References.)

The following research, by Sarma, (2024), performed with PCA, in order to evaluate, morphometric traits, under a multivariate approach. The findings suggest, that PCA could significantly enhance the genetic improvement, [Sarma et al. (2024).](#_References.) Noteworthy, is the fact, that the 64.29%, of the total variance explained, can be considered relatively low. This suggests, that a significant amount of unexplained information remains, which is not captured, by the four principal components.

The next study, by Parente, the PCA was used for monitoring the cultivation, of cannabis, in Albania. Specifically, with PCA they remove redundant spectral information from multiband datasets, [Parante et al. (2021).](#_References.)

The article, by [Slavkovic & Jevtic (2012),](#_References.) presents the implementation of a face recognition system based on the Principal Component Analysis (PCA) algorithm.

The PCA technique was utilized, by Hargreaves, for stock selection, specifically to identify, a limited number of stock variables, that could effectively aid, in determining winning stocks, [Hargreaves & Mani (2015).](#_References.)

The following documents present a modified model of Principal Component Analysis (PCA).

The paper, by Xu (2024), presents an interesting example of a modified application of Principal Component Analysis (PCA)∙ utilizing, both linear and non-linear methods, through Kernel PCA (KPCA), in combination, with the Adaptive Boosting (AdaBoost) algorithm, [Xu (2024).](#_References.)

The study, by Zhang (2022), a neural network model, combining PCA and Levenberg-Marquardt Backpropagation (LMBP) was developed, to efficiently, and accurately analyze, and predict the interaction between IAQ and its influencing factors. In particular, it was examined indoor air quality (IAQ), and its relationship, with building features, and environmental conditions, [Zhang (2022).](#_References.)

In the next research, by Akinnuwesi, it was employed a hybrid approach, combining Principal Component Analysis (PCA), and Support Vector Machine (SVM). They create, the Breast Cancer Risk Assessment and Early Diagnosis (BC-RAED) model, designed to accurately detect BCa, in its early stages. PCA, was initially applied to extract features, during the first preprocessing stage, followed by further feature reduction, in the second stage. The multi-preprocessed data, were analyzed for breast cancer risk, and diagnosis using SVM. The BC-RAED model, achieved, an accuracy of 97.62%, a sensitivity of 95.24%, and a specificity of 100% in assessing, and diagnosing breast cancer risk, [Akinnuwesi et al. (2020).](#_References.)

Subsequently, we will briefly mention certain studies, that have been conducted, in the field: of Forest Fires.

Guan's, research focuses on forest fire prediction using PCA-preprocessed data. The preprocessing step removed irrelevant information, simplifying analysis. Linear regression and random forest methods were then applied, revealing temperature, relative humidity, wind, and rain as the most influential factors in forest fire occurrence, [Guan (2023).](#_References.)

A novel model was developed, by Nikolov, using meteorological forecast data as input. Principal Component Analysis (PCA), with orthogonal rotation, was applied to reduce 195 meteorological variables, from the NARR dataset, to a smaller set of significant fire-ignition predictors, later used in logistic regression, to calculate wildfire ignition probabilities, [Nikolov et al. 2022](#_References.).

Like the aforementioned study, this one also belongs to Nikolov. This research, focuses on predicting wildfire ignitions, caused by lightning strikes, which account for the largest area burned annually, in the extratropical Northern Hemisphere. Principal Component Analysis (PCA), played a key role, in reducing 611 potential predictors, to 13 principal components, which were used in logistic regression to identify the primary factors influencing lightning occurrence, [Nikolov et al. 2024.](#_References.)

**Minimum Redundancy Maximum Relevance (MRMR)**

The min-redundancy max-relevance algorithm, introduced by Chris Ding and Hanchuan Peng, in their 2005 paper titled: “Minimum Redundancy Feature Selection from Microarray Gene Expression Data.” The (MRMR) aims to optimize feature selection, by minimizing redundancy, and maximizing relevance by [Ramirez – Gallego et all. (2017).](#_References.)

In sum, MRMR enhances relevance-only methods, such as using an f-test between the target, and the features. When two features are similar, MRMR prioritizes only the one, with the highest relevance.

Στην συνέχεια, θα εξετάσω, αυτές τις πηγές, για mrmr.

<https://ar5iv.labs.arxiv.org/html/1908.05376>

<https://ieeexplore.ieee.org/document/5136466>

<https://www.researchgate.net/publication/372959977_Air_quality_prediction_model_based_on_mRMR-RF_feature_selection_and_ISSA-LSTM>

<https://www.frontiersin.org/journals/plant-science/articles/10.3389/fpls.2024.1419316/full>

<https://www.mdpi.com/2076-3417/10/7/2255>

<https://ieeexplore.ieee.org/document/10643969>
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